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EXACT SOLUTIONS OF THE ONE-DIMENSIONAL
RUSSO-SMEREKA KINETIC EQUATION

A. A. Chesnokov UDC 539.591+517.948

We obtain new classes of invariant solutions of the integrodifferential equations describing the
propagation of nonlinear concentration waves in a rarefied bubbly fluid. For all the solutions
obtained. trajectories of particle motion in phase space are calculated. The stability of some
flows is studied in a linear approximation. In several cases, the construction of solutions
reduces to an integrodifferential equation of the second kind. which can be solved by the iteration
method.

Kinetic approaches based on the statistical description of the interaction of a large number of bubbles
are often used for modeling of concentration waves in a flow of a bubbly fluid. A recent result in this area is
the kinetic model of a rarefied bubbly flow derived by Russo and Smercka.

The present work deals with the construction of exact particular solutions of the one-dimensional
Russo-Smereka equation by methods of the classical group analysis. Simpler submodels determining the
families of exact solutions are obtained using a group of admissible point transformations, and some of these
submodels are integrated. Physical interpretation of the solutions obtained is given.

1. Mathematical Model and Admissible Transformations. Kinetic equations of motion of
bubbles in a flujd were derived and exploited in [1-3] and in a number of other works. In [4], Russo and
Smereka proposed an integrodifferential model that describes the propagation of concentration waves in a
rarefied bubbly fluid. In this model, the bubbles are rigid massless spheres of the same radius, the fluid is
inviscid, incompressible, and at rest at infinity, and its flow in the region between the bubbles is irrotational.
In dimensionless variables, the one-dimensional Russo-Smereka equation is given by [5]

0
fo+ 0= i)fs+pich=0.  j(t.o)= / pf dp. (11)
-0
Here t is time, x is the spatial variable, p is the momentum of a bubble, f(t, z, p) is the unknown distribution
function for the bubbles in phase space, and j{t.x) is the first moment of the distribution function.

The model is adequate for the description of real flows of a rarefied bubbly fluid in the case of small
pressure variations. The condition for a bubbly flow to be rarefied is given by the inequality

n(t,z) = / flt.z,p)dp < 1.

We seek solutions of Eq. (1.1) for which this condition is satisfied. Teshukov [5] studied the characteristic
properties of (1.1) and traveling waves and constructed an infinite series of conservation laws.
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We note that Eq. (1.1) is invariant with respect to the following group of transformations Gy: 1) ' =
t+a;2) 2 =z4+a:3) ¥ =at and 2’ = ar: 4) 2/ = azx. P = ap. and f' = a~!f. These transformations
correspond to the Lie algebra of operators Ly: Xi = dj, Xy = 0, X3 =10, +20;, and Xy = 20, +pd, — f0;.
The method developed in [6] allows one to construct invariant solutions of Eq. (1.1) using subalgebras of L.

For efficient use of these transformations for finding the invariant solutions, the optimal system of
subalgebras of the Lie algebra of operators Ly is derived using the algorithm proposed in [7]. The list of all
representatives of the optimal system of rank 1 is follows: 1) o X34+ X4 2) X+ X0 3) Xo — X3+ X5 d)
X3; 5) X3 + X: 6) Xo: 7) X;. The system is optimal in the sense that the classes of solutions obtained
using its representatives give, up to change of variables, all possible invariant solutions that correspond to
one-parameter subgroups of the transformation group Gy. Subsequent construction of invariant solutions
reduces to determination of invariants of the corresponding subalgebras and the derivation and integration
of quotient systems.

2. Submodels. For all representatives of the optimal systemn of rank one, we give sets of basis
invariants J, representations of solutions, and quotient systems E/H [H(a!X;) refers to a subalgebra).

1. HeX3+Xy): J = (t'(”ﬂ)w,t‘ﬁp, t3f), and 8 = a~!. The solution is invariant with respect to
dilation of all variables that depend on the parameter a (o« # —1, 0). This solution describes a class of
self-similar (in the restricted sense) motions of the medium. The solution is written as

=ty =5 F=t7%(Eg). j=m().

The quotient system E/H is given by
o]
B+ (g —m— 1+ B+ (me =B, =0. m(§) = / wurdy. (2.1)
—00
For o = 0, we have JJ = (f.27!p, xf). The solution is invariant with respect to dilation of x. p and f.
The solution is written as

c=a"'p, f=ax"tu(t.¢), j = rmf(t).

The quotient system E/H is given by

[e o]

O — (g — m)y + (2m — ¢)ei, =0, m(t) = / P dg.
—O0
2. H(X\, + X,): J = (zexp(—t), pexp(—t). fexp(t)). The solution is invariant with respect to simul-

tancous translation in + and dilation of x, p, and f. The solution is written as

E=zexp(~t). w=pexp(—t), f=exp(=t)(. &), J=exp(t)m(&).

The quotient system E/H is given by

oo
—p+ (g —m—= g+ (me =g, =0, m(§) = / cthdy.
o0

3. H(Xy — X3+ Xy): J = (texp (x).p. #~!f). The solution is invariant with respect to simultaneous
transiation in the x direction and dilation of #, p. and f. The solution is written as

c=tep(e).  w=th F=t(&Q).  J=t'm(o)

The quotient system E/H is given by

<
U+ (g —m+ D& + (14 Eme)ep, =0, m(§) = / e dg. (2.2)
o0
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4. H(X3); J = (t"'z,p, f). The solution is invariant with respect to uniform dilation of variables ¢
and z and describes a class of self-similar motions of the medium. The solution is written as € = t~!z and
f = f(&,p). The quotient system E/H is given by

x
(0= +pichy =0 5O = [ pfap (23)
—0C

5. H(X1 + Xa); J = (x — t,p, f). The solution is invariant with respect to simultaneous translation
in t and z and describes traveling waves. The solution is written as £ = x — ¢t and f = f({.p). The quotient
system E/H is given by

o0
(-3 - Ve +ricky =0 5©)= [ ptap (24)
“oc

6. H(X2); J = (¢t,p, f). The solution is invariant with respect to translation along the z axis. The

solution is written as f = f(¢,p) and j = j(t). The quotient system E/H is given by

fr=0. (2.5)

7. H(X); J = (z.\,p, f). The solution is invariant with respect to translation in time. The solution
is written as f = f(r.p). The quotient system E/H is given by
[0 o)
(0= Dfe+victo =0, i) = [ b (26)
-0
3. Invariant Solutions. Below we present results of integration of the quotient systems and analyze
the solutions obtained.
The trajectories of bubble motion in the phase space are obtained from the system of ordinary differ-
ential equations

dx . dp .
P 7 Pl (3.1)
The linear stability of the flows is studied using the characteristic equation
[o0]
) - L2 fo _ :
xk)y=1-n+ (G +k) —F—dp=0 (3.2)
J p—j—k
-0

and the hyperbolicity conditions
Aargx*(p) =0, () #0.

x

of [Ofttad) 1 9f(te.p)
@) =1—n(t,z)+p ( / o 7 —p dp £ = T)
—0o0
(the increment of the argument is calculated with variation in p from —oc to oo at fixed t and x), which are
obtained in [5] by the method proposed in [8]. The hyperbolicity conditions guarantee that Eq. (3.2) has no
complex characteristic roots, and these conditions are necessary for flow stability.

We note that for the particular class of solutions with n = 1. Eq. (1.1) reduces to equations that
describe plane-parallel rotational flows of an inviscid homogenecous fluid in a long channel. The characteristic
properties of this system are analyzed in [9], where some exact solutions are also given.

Submodel (2.5). Integration of the quotient system (2.5) vields a class of steady, spatially homogeneous

solutions f = f(p).
Submodels (2.4) and (2.6). Integration of the quotient systems (2.4) and (2.6) yields the inequalities
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o]

f=0@? —2(j +a)p), jw—mr=/pmw

(n =1 and 0, respectively). Up to a change of notation, these values of parameter a completely describe the
class of invariant solutions of the form f = f{z — Dt.p), where D = const (traveling waves). These solutions
are considered in [5], where formulas describing a traveling wave propagating with constant velocity D over
a spatially homogeneous background are given.

Free Motion of Bubbles in an Inviscid Incompressible Fluid. Submodel (2.2). We consider the
case of m = 1. The characteristic system of equations (2.2) has the first integrals ¢ —In £ and . Therefore,
a solution of the quotient system can be written as

[ee]

b= Ap-m. [ Ae-mgd =1
“oo
(A is an arbitrary function). We construct a solution in a domain —~occ < ¢ < 00, exp (h) < £ < oo (b = coust).
To do this, as A we take any nonnegative differentiable function defined in the interval [—b,o0), which,

0
together with its derivative, vanishes at the point —b and at infinity and satisfies the equality / A(A)dr=1.
;b
Outside the interval [—b. o0). we continue the function A(A) by the zero function. As a result, in the domain
b<Int+ax < oo, we obtain the solution of Eq. {1.1)

ft,e,py=p tAtp—xr —Int). 0<q<p<oo, fit.x.p) =0, —-oo<p<yq,

T (3.3)
/A(fp —z—Int)dp=+t"" (q=(=b+1Int+z)t7h).

q
For solutions of the class (3.3), j = 7! and the function n(t,r) attains a maximum value on the curve
b =Int + x and decreases monotonically with increase in t and .

In the Russo-Smereka kinetic model, the force exerted on a bubble system is proportional to the
gradient of the first moment of the distribution function. In this case, j; = 0 for all times, and, therefore,
solutions (3.3) describe free motion of bubbles in an inviseid incompressible fluid. We note that the absence
of the forces is related to the special self-consistent distribution of the bubbles in space. From Eqs. (3.1), we
find that the trajectories of the bubbles are given by the formulas

x = tpy — Int — xg, P = (3.4)

(.'1?0 and pg are constants).
We consider an example of a solution of the class (3.3). Let

.

20 T oW
A(N) = — cos*(a), /\G[——-.—]
(V) ™ (ad) 20 2
otherwise A(A) = 0 (a is a positive constant). Then, in the domain 7/(2a) < Int +r < oc. we obtain a

solution with the finite distribution function
20 .
ftr.p)=— cos*’(a(tp—Int—ur)) (3.5)
Tp

if —m/(2a) +Int +x < tp < 7/(2¢) + Int + 12 otherwise f = 0. Let. for definiteness, a = 0.14.

Figure 1 shows bubble distributions in space at fixed times. It follows from Eqgs. (3.5) and Fig. 1 that
in a bounded range of x, the support of the distribution function is contracted in the variable p with time.
At large t, the function f # 0 only in a small interval p € (0.2) ¢ = (7/(2a) + Int + 2)t~! and goes to
zero as t — oo]. Therefore, in the process of flow evolution. only bubbles whose momenta are nearly zero
remain in the observation domain. To explain this fact, we consider the bubble trajectories (3.4). It follows
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Imy*

Fig. 2

from Eqgs. (3.4) that, starting from a certain time, every bubble moves in the direction of increasing values
of & since p = pg > 0 (f =0 for p < 0) and 2 ~ ppt, but the bubbles differ in velocity. Bubbles with large
momenta move faster (and leave the observation domain faster) than bubbles with small momenta. Thus,
this solution describes the process of free “scattering” of bubbles in an inviscid incompressible fluid. We
note, that in this case, the analogue of the hydrodynamic density n(t.r) < 1 and decreases with time (this is
verified by straightforward calculations).

We now study the linear stability of the flow (3.5) using the characteristic equation. i.e., the hyperbolic-
ity conditions, which guarantee that Eq. (3.2) has no complex roots for a given solution. Figure 2 shows plots
of the function x*(p) for p varied from —oo to +oo at times ¢ = 0.1 and 10 at the point & = ma~! &~ 22.439;
the values of Re y* are plotted on the abscissa axis, and the values of Im x* are on the ordinate axis. The
plots of the functions x*(p) and x~(p) are symmetric about the abscissa axis. It follows from Fig. 2 that,
at + = 0.1, the increment of the argument of the functions ¥ is zero, and the hyperbolicity conditions
are satisfied. Therefore, in a certain neighborhood of the point x = 7a~t, the flow is stable in the linear
approximation at t =~ 0.1. At t = 10 (Fig. 2), Aarg y"(p) = 27 and Aargy~(p) = —2x. In this case, the
hyperbolicity conditions are violated (there are complex characteristic roots) and the flow is unstable. Thus,
we have shown that for certain initial data, instability can appear in a free motion of the bubbles.

Flows of a Rarefied Bubbly Fluid with a Critical Layer. Below, we present results concerning
self-similar solutions of the Russo-Smereka equation.

Submodel (2.3). We consider particular solutions of the quotient system (2.3) for which m = ¢¢ (o is

an arbitrary constant). Let ¢ # —1 and 0 [for 0 = —1, we obtain solutions for which n = 1, and for o = 0,
solutions have the form f = f(p)]. Integration of (2.3) yields
1 = 2y)p|i=7 1 —2y)pv Y
r=20), ©= g2 : e= [ poap, (3.6)
S § -2y
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where v = (1 + 0)~!. The distribution function is constant along the curves C = const. Let v = 2 (the
other cases are similar but the mathematical calculations are more complicated). Then. according to (3.6),
the invariant C has the form

C=1pI"'(Bp+ )" (3.7)

Figure 3 shows the characteristics (curves C' = const) on the plane (p,£). We consider the following
Cauchy problem:
) *
feop) = fop) 0 =20"% = [ po)dp. (3.8)
“%
Let us construct a solution similar to a simple wave in the domain —oc < p < oc, & < & < & < O.
Conditions (3.8) guarantee the continuous matching of the simple wave with the specified steady, spatially
homogeneous solution fy(p). As one can see in Fig. 3, for £ > &, the solution of the Cauchy problem is
uniquely determined from the initial data in the domains €2, Qs. Q4. and 5. In the domain 3. bounded by
the bold-face curve C = C) = —12&y and the straight line £ = £, the solution is determined using additional
equations. We note that the Cauchy problem (3.8) is ill-posed for £ < &y because the function fo(p) cannot be
specified arbitrarily (the characteristics intersect the curve with prescribed Cauchy conditions at two points).
Let us find a solution in the domains

QY ={(p&:&<E<& 0o <p< (26 —5‘2\/53 - &¢)/3},
Qo ={(p.&): o< E<EL (2% — E+2y/¢ & =S8/ < 0}.

For that, we calculate the function ®(C) (C = Cp) at £ = & (we denote it by $g; for p < &/3 and Py, for
> &/3). From Egs. (3.7) and (3.8), we obtain

Do1(C) = fo({(—6% — C — V126 C + C*)/18).  @p2(C) = fo((—6& — C + V12&,C + C?)/18).

Using the known functions ®,; and ®ge, from (3.6) and {3.7) we obtain the following solution in the domains
Q) and Qo

(3]

F(0:8) = @1 (=(3p+ &)*/p). —o0 < p < (2% — & =2/ — &E) /3.

F(0,€) = Ba(—(Bp+ &)*/p). (280 — E+24/€2 —€)/3 < p < 0.
Then, we obtain the solution in the domains

QU={(1&:<E<&,0<p<—§BL U ={.:S<E<&. ~§/3<p <o}
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For 0 < p < —¢/3 and p = —&/3 on the line £ = &, function ®(C) (0 £ C < o0) is given by

®04(C) = fo((=6& + C — /—126C + C?)/18) and o5(C) = fo(—6& + C + /—12&C + C2)/18),
respectively. These formulas allow one to determine the simple wave in the domains 0 and Q5:

f.&) =0uBp+9%p). 0<p<—€/3, Ff(p,&) =05(Bp+8&)?*/p), -£/3<p< .

We now construct a solution in the domain

Q= {(p.&): & <E< & (2% ‘5—2\/53 —&&)/3<p< (28 — E+2\/& — %&)/3)-

We transform the relation
2 T
-3 = / pf(& p)dp (3.9)

-0

to an integral equation for the function ®(C}) in the interval (C; = —12§; < C < Cp = —12&). For that, in
each domain where the simple wave is already known, we change in (3.9) the variable of integration p to C.
Let s = —12¢. In the domain €2, the function f and the variable p can be expressed in terms of s and C:

f=8,(C). p=(s/2-C—-VCVC =5)/18, Co<C < .

Therefore,

7 L (2C — 5)? )
, — 1872 $—2C = VOVO — 5 — —mo2 20
—/ pfdp=18 C/(s CvC —s W N @ (C)dC,

where a; = (28 — & — 21/&5 — &&)/3. Integrals in the other domains are transformed similarly. Finally, for
the unknown function ® in the domain Q3 we obtain the following integral equation of the second kind:

Co
K(C.5)®(C) dC = F(s), (3.10)

where
) 2C - 5)?

K= Vove—s+ 282

' *TICVE =5
[o.0] 1 o

F(s)=-9s+ % /(s - 2C - K(C.s))P(C)dC - 3 /(s —2C + K(C.5))P:(C) dC
d(."() ("u
- -;— /(s +2C - V{(C,s))®(C)dC + % /(s +2C + V{(C,s))P;5(C) dC,
0 0
(2C + 5)?

V=VCVC+s+ —m—e—.
1VCVC +5
We now show that (3.10) can be transformed to an equation of the second kind. We separate the

singularity in the kernel of the integral operator (3.10):
- s\)" - svsC

. s\/s 2C
K(C,8) = —=——=+ Q(C.5). C.s) =VCVC —s+
(€)= o= TeE, @Gy IV aNomr
The kernel Q(C, s) has no singularities in the integration domain. Therefore, Eq. (3.10) can be rewritten as
Co

1) 4 <F(s)— /Q(C, s)<1>(0)dc>. (3.11)

de =G(s), G(s)= T
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Fig. 4

The function G(s) is continuously differentiable and vanishes at the point s = Cp. Inversion of Abel’s integral
operator (3.11) allows one to obtain the following integral equation of the second kind for the function &(C):

Co
1 G'(s)
TJ vs—C
C
Ecquation (3.12) can be solved by the iteration method. If the function ®(C) is obtained, the self-similar

solution is determined.
Integrating (1.1) over the variable p, we find that the function n(t.r) satisfies the differential equation

ne+ ((L=n)j)z =0.

P(C) = ds. (3.12)

For the class of simple waves, it has the form n’ + 2{1 — n)/& = 0. Solving this equation, we obtain

S0

w9 =1--n)(g)  w= [ peidn 3.13)

An analysis of (3.13) shows that in a simple wave, the density n(¢) increases and, in the limit, it reaches
unity as |€] decreases to zero.
In the variables ¢, £. and p, Egs. (3.1) are given by

¢  3p—¢ dp  2p

a3t 0 dt 3t
and define the trajectories of the bubbles relative to a reference frame moving with the simple wave. In-
tegrating Eq. (3.14), we obtain the trajectories £ = —3at™2/3 £ pt=1/3 and p = at™*/3, where a aud b are
arbitrary constants. We note that C = (3p + £)?/[p| = const is an integral of system (3.14). Therefore, we
shall use Fig. 3 for analysis of the trajectorics. The quantity p — £/3 is negative in the domain €2y, positive
in the domains O, 2, and Q5. and changes sign from negative to positive when it crosses the straight line
connecting the points (£&/3.) and (0,0) on the plane (p,§). The solution constructed describes a flow with
a critical layer since on the curve ¢ = 3p, the particle velocity coincides with the wave velocity. Bubbles
whose relative velocity changes sign at a certain point of the trajectory penetrate through the front ¢ = &,
(&0 < & < &) into the simple wave domain §23. After that, these bubbles return to the front £ = &, and leave
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A

the domain €23. Bubble trajectories for the simple wave are shown in Fig. 4 in the space of the variables (t,
¢, p). In Fig. 4, the projections of curves 1 and 2 on the plane (p,§) are in the domains Q, and Qs, and the
projections of the curves 3 and 4 (which have turning points) cross the domains Q;, 3, and Q2. Thus, these
self-similar solutions describe the penetration of bubbles in the unperturbed region through which the simple
wave propagates.

Submodel (2.1). We consider Eq. (1.2) for 8 = —1/2. In this case, the solution and the quotient system
E/H are written as

E=x/VE  e=pVt  f=VIE(E ) (3.15)

o0
" , / ¢
5+ (¢ = e + U, =0, (&) = | pode+ % (3.16)
x0

A

We note that the characteristic system for the first equation in (3.16) has the integral
C = ¢* —201(8). (3.17)

This allows one to find another integral and write ¢ in the form

1f 1
i = ®(C)exp ( Fz / — dT). (3.18)
2) JB(r)+C
o (T)

In (3.18), we choose the minus if ¢ —[(¢) > 0 and the plus if ¢ — () < 0. The second equation of (3.16),
written as

[ ¥ I < &
(¢ -2 = / < - © cosh(— / (lr)
2. PE+C 2 3(r) +
—12(¢) &o
1 ; 1
- sinh(§ W dT) ) ®(C)dC. (3.19)

is used to determine &(C).

In the interval [&), &|], we define an arbitrary continuously differentiable. nonnegative, monotonically
decreasing function /(). Figure 5 shows the curves C = const on the plane (i, §). In this case, [(§) = exp (=),
& =0, and &, = 2. For another choice of [(§), Fig. 5 remains qualitatively the same. In the domains

Q= {(sﬁf?)i <ECé, —o<p g l(g) — l‘l(g) . lf},
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Qo = {(&,¢): S0 SECE&L UG + 1/ I2(€) — I < ¢ < o0},

. B . . . .
the integral C takes values from —I7 to infinity, and in the domain

Q3= {(&9): S <ESE U — B =B <o <UE) +/12(8) - 13}
it takes values from —I3 to —l‘f [lo = (&) and I} = 1(&1)].

On the half-line [~3,2c), we define the function ® = ®,(C) such that Eq. (3.19) is satisfied at the
point £ = £;. As one can see in Fig. 5, values of the function ®(C) are determined from the known function
®,(C) in the domains Q) and , and are not determined in the domain 3. To construct a solution in the
domain 2, it is necessary to determine the function ®(C) in the interval [~{2, —I%). To do this, we transform
Eq. (3.19):

17

_ l |
[/ (—m cosh (q(1. C)) — sinh (q(l, C))) &(C)dC

e T . ( ~
=1— 5 / (—1—2 —= cosh (¢(1.C)) — sinh (q(l,C))) b.(C)dC = F(l), (3.20)
"
where
1
dnoy=t [£0 4

2 /o /Ty C
)
is a continuous function of the variables [ and C.
We separate the singularity in the kernel of the integral operator (3.20) and introduce the notation

s = =% 5y = =3, so = =13, and F(s) = F(I). Thus, we obtain the equation
¥ (1{((') 1 -

IC =G(s) = F(s

VC —s ‘ (=) v —=scosh (¢(v/—s.s)) [ ()

S

Vs 08 —5 — cosh —5,8))] — sinh -5
_:!<m[(()hll(q(\/_s.C)) cosh (q(v =5, 8))] — s l(q(\/_._,C)))<I>(C)dC]. (3.21)

The differentiable function G(s) is defined on the interval {so.s;]. We invert Abel's integral operator (3.21):

¢ —_1_ G(s)) _ f Gl(‘q) S
p(C)-ﬂ<ﬁl__C / md(). (3.22)

As a result, we have obtained the integral equation of the second kind (3.22) for the function ®&(C).
Equation (3.22) is unicquely solvable by the successive approximation method. We note that G(s;) = 0
because Eq. (3.19) is satisfied at the point § = &. If the function ®(C) is known. Egs. (3.15), (3.17), and
(3.18) define an invariant solution of Eq. (1.1).

We write Egs. (3.1), which define the particle trajectories, in variables & and

s o —-1(§) de Uy

dt t dt t
The relative velocity of the bubbles changes sign in the domain 3 when the quantity ¢ — [(£) vanishes.
Therefore, this invariant solution describes fows with a critical layer.
The author is grateful to V. M. Teshukov for his interest in this work, discussions of the results, and
valuable comments.
This work was supported by the Russian Foundation for Fundamental Research (Grant No. 98-01-
00660) and the program “Leading Scientific Schools” (Grant No. 96-15-96283).

602



REFERENCES

1.

2.

[}

L. Wijngaarden and C. Kapteyn, “Concentration waves in dilute bubble liquid mixtures,” .J. Fluid Mech.,
212. 111-137 (1990).

A. Biesheuvel and W. C. M. Gorissen, “Void fraction disturbance in a uniform bubble liquid,” J. Mul-
tuphase Flow, 16, 217-231 (1990).

P. Smereka, “On the dynamics of bubbles in a periodic box,” J. Fluid Mech., 254, 79-112 (1993).

. G. Russo and P. Smereka “Kinetic theory for bubbly flow I: collisionless case,” SIAM J. Appl. Math., 56,

No. 2, 327-357 (1996).

. V. M. Teshukov, “Characteristics, conservation laws, and symmetries of the kinetic equations for motion

of bubbles in a fluid,” Prikl. Mekh. Tekh. Fiz., 40, No. 2, 86-100 (1999).

L. V. Ovsyannikov, Group Analysis of Differential Equations, Academic Press, New York (1982).

L. V. Ovsyanuikov, “Optimal systems of subalgebras,” Dokl. Ross. Akad. Nauk, 333, No. 6, 702-704
(1993).

. V. M. Teshukov, “Hyperbolicity of the equations for long waves,” Dokl. Akad. Nauk SSSR, 284, No. 3,

555-559 (1985).

. A. A. Chesnokov, “Vortex motions of liquid in a narrow channel,” Prikl. Mekh. Tekh. Fiz., 39, No. 4.

38-47 (1999).

603



